Water Formation on Pt and Pt-based Alloys: A Theoretical Description of a Catalytic Reaction

Timo Jacob*[a] and William A. Goddard III[b]

In the past, the modeling of catalytic processes was limited by the size and complexity of the systems involved. However, the enormous progress in both computer power and theoretical methods has made computational modeling a valuable tool in increasing our knowledge of catalytic reactions on the atomic scale. While complex reactions can be studied by dividing the overall reaction into a series of steps calculable by quantum mechanics, the combination with methods appropriate for larger time and length scales enables the gap between these regimes to be bridged. This provides a more realistic modeling of the experimental system and allows important environmental effects such as solvation to be taken into account. In this Minireview we describe some of the main theoretical methodologies that are used to study catalytic properties and reactions on surfaces. Using these methods, we study the seemingly simple reaction of water formation out of hydrogen and oxygen on Pt and Pt/Ni alloy catalysts. To provide a more realistic description we also discuss the interesting effects determined by hydrating the system or using alloy nanoparticles rather than extended surfaces.

1. Introduction

Historically, surface catalysis dates back to the early 1800s, when Döbereiner discovered the Pt-surface-catalyzed reaction of H₂ and O₂. Since then an enormous scientific effort has helped the understanding of catalytic reactions and the discovery of new catalyst materials. As a result, nowadays catalysis plays a tremendous role in the industrial production of an innumerable variety of different compounds ranging from polymers to pharmaceuticals and petrochemicals.

In catalytic reactions certain bonds of the educts are broken and others are formed, finally resulting in the desired product. Without catalyst these reactions would either run with low efficiency (or lower rates) or even not occur, and therefore it is the role of the catalyst to lower the barriers involved in certain bond breakings and thus increase the efficiency. For multistep reactions, in which only a particular reaction mechanism is desired, the catalyst also has to prevent unwanted reactions from occurring.

To understand the relevant surface properties that lead to a particular catalytic process, experimental and theoretical techniques had to be developed to characterize catalytic surfaces as well as to study surface phenomena, such as adsorption, diffusion, rearrangement, nucleation, charge transfer, or reactions. A variety of different experimental approaches have been evolved to obtain surface information on the atomic scale,[1] and the formulation of quantum mechanics in the 1920s provided the theory for understanding the electronic structure. Since then the main aim of theoretical modeling has been (and still is) the development of methods or approximations that enable the many-body Schrödinger equation to be solved for a particular system. Knowledge of the electronic structure reveals information necessary to interpret catalytic reactions and to deduce many important system properties, such as preferred structures, transition states, vibration frequencies, or related thermodynamic potentials. This finally enables theory to characterize catalytic surfaces by finding reactive surface sites important for catalysis, to distinguish between possible reaction pathways, or to understand changes in the reactant behavior during surface reactions.

Besides homogeneous metal surfaces, metal alloys open another wide field for catalyst improvement. By mixing two metals that by themselves might have similar properties, a material with completely different characteristics could be formed. Consequently, the bulk and surface geometries might be different, which could lead to rough surfaces dominated by relaxations, reconstructions, or segregations.[2] These effects, in addition to the alloying, result in a modified electronic structure of the surface. For instance, by alloying Pt with Ru a catalyst can be formed whose site selectivity results in surfaces that are more resistant to CO adsorption.[3]

Another way to improve the efficiency of a catalytic process is to use highly dispersed particles rather than extended surfaces. This provides an overall larger reactive surface area at which the catalytic reactions could occur simultaneously. However, the use of nanoparticles again introduces new properties, such as quantum size effects for small particle sizes or polymorphic particle shapes.[4,5] In addition, the overall catalyst surface is generated by different surface faces connected via step
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edges or kinks, all of which usually show different catalytic re-
activities. Thus, experimentally measured reactivities of nano-
particles are influenced by these effects.

For the theoretical modeling of catalytic reactions on alloys or with nanoparticles this means another level of complexity. Before the actual reaction can be studied, careful and time-
consuming investigations on the structure, shape, and/or com-
position of the catalyst surface are necessary. This ensures that the same catalyst underlies both the experiment and the theo-
retical model, allowing a reliable comparison.

Herein, we will first describe some of the major methods that are used to study catalytic reactions on surfaces (Section 2). Possible approaches to choosing an appropriate sur-
face model are discussed (Section 3) and applied in a compre-
ensive study of water formation on Pt(111) (Section 4), where additional effects are successively taken into account. In Section 5 we describe the changes in the surface structure due to alloying Pt with Ni (or Co) and discuss their relevance for alloy nanoparticles. In the latter case we finally show the changes for OH formation, a relevant reaction step in water formation.

2. Methods

Catalytic reactions on surfaces usually involve changes in the system geometry and electronic structure of the interacting compounds. Thus, modeling catalysis requires methods on the atomic scale which accurately describe the effects determined by quantum mechanics. Here, density functional theory (DFT) has become a powerful tool that has widely proven its aplic-
ability to metals, semiconductors, and insulators. However, DFT is still only able to handle rather small system sizes (around < 100 atoms) and short timescales (femtoseconds) compared to realistic systems in surface catalysis, and so the simulation of more extended systems or longer time evolutions requires additional approximations. By parameterizing experimentally or theoretically obtained system properties, force fields try to bridge the gap to larger time and length scales due to an ana-
lytically formulated Hamiltonian. However, the applicability of a particular force field to different problems strongly depends on the form of the energy expression, but more importantly on the quality of the parameterization.

If the interest is in accurately describing only a certain part of the system that is relevant for a catalytic reaction (e.g. by DFT), but also including the influence of an environment (e.g. solvation), then the surrounding can be modeled either by a lower level of theory or as a continuum. The first approach takes the environmental atoms or molecules explicitly into ac-
count, while the latter method applies a so-called implicit treatment.

2.1. Density Functional Theory

To study catalytic processes, a detailed knowledge of the elec-
tronic structure of a system is required. Although in principle this can be obtained by solving the many-body Schrödinger equation, approximations have to be made for systems beyond the hydrogen molecule. Besides wave-function-based
(or Hartree–Fock)\textsuperscript{[5–7]} approximations, DFT has become one of the dominant approaches in electronic structure calculations. It provides a good balance between efficiency and accuracy for various systems in heterogeneous and homogeneous catalysis.

The basis of DFT is given by two theorems formulated by Hohenberg and Kohn,\textsuperscript{[8]} which state that the total energy of a system in its ground state only depends on the electron densi-
teity \(E = E(\rho)\), and provide a variational principle (for a given energy functional) to evaluate this density \(\delta_{\rho}E(\rho) = 0\). Although the existence of such an energy functional was proven, the exact form still remains unknown. Important for the prac-
tical use of DFT was a reformulation by Kohn and Sham\textsuperscript{[9]} that divided the energy functional into three parts: kinetic energy, Coulomb energy \(E_{\text{Coulomb}}(\rho) = \int \rho(r) V_{\text{Coulomb}}(r) \, dr\), and the exchange-correlation (xc) energy as shown in Equation (1):

\[
E[\rho] = E_{\text{kin}}(\rho) + E_{\text{Coulomb}}(\rho) + E_{\text{xc}}(\rho)
\]  

(1)

where \(T[\rho]\) is the kinetic energy of a system containing noninteracting electrons (given by density \(\rho\)) and \(E_{\text{xc}}(\rho)\) accounts for exchange and correlation energy of the interacting system.

If the electron density is now represented by one-particle wave functions (Kohn–Sham orbitals) (Eq. (2)):

\[
\rho(r) = \sum_i n_i |\psi_i(r)|^2
\]  

(2)

then performing the variation of the energy functional leads to the Kohn–Sham equations, which can be solved self-consis-
tently (Eq. (3)):

\[
\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(r) + V_{\text{xc}}(r) \right] \psi_i(r) = E_i \psi_i(r)
\]  

(3)

with an effective and an exchange-correlation potential given by Equation (4):

\[
V_{\text{xc}}(r) = V_{\text{xc}}^\text{eff}(r) + \int \frac{\rho(r')}{|r-r'|} \, dr' + V_{\text{xc}}^{\text{correl}}(\rho(r)) = \frac{\delta E_{\text{xc}}(\rho)}{\delta \rho(r)}
\]  

(4)

Since the exact exchange-correlation functional is still un-
known, different attempts exist to approximate this functional. The simplest approximation is known as the local density approxima-
tion (LDA) (Eq. (5))\textsuperscript{[9]}

\[
E_{\text{xc}}^{\text{LDA}}(\rho) = \int \epsilon_{\text{xc}}^{\text{LDA}}(\rho(r)) \rho(r) \, dr
\]  

(5)

where \(\epsilon_{\text{xc}}^{\text{LDA}}(\rho(r))\) is the xc-energy per electron of a homogeneous electron gas. This type of functional was found to reproduce bond distances for a variety of systems, but usually overesti-
mates binding energies.\textsuperscript{[10]}

Another group of functionals, known under the generalized gradient approximation (GGA), try to account for the inhomoge-
neous character of the density (Eq. (6)):

\[
E_{\text{xc}}^{\text{GGA}}(\rho, \nabla \rho) = \int f(\rho(r), \nabla \rho(r)) \rho(r) \, dr
\]  

(6)
where $f_{\mu}(r), \nabla f(r)$ also depends on the gradient of $\mu$. Compared to LDA this type of functional usually better reproduces the energetics (e.g. binding energies or barriers).\cite{11} For further information on commonly used functionals of this type, we refer the reader to ref. \cite{12}.

We would also like to mention the so-called hybrid functionals that combine exact Hartree–Fock exchange with contributions from local and nonlocal functionals (e.g. B3LYP).\cite{13,14} These functionals are commonly used in quantum chemistry to study organic compounds. Finally, it should be remarked that the Kohn–Sham equations can also be generalized for spin-polarized systems by distinguishing different spin directions.

### 2.2. Force Field Methods

Describing systems quantum-mechanically from first principles is, due to the required computational resources, still limited to sizes typically of a hundred atoms. Although this already allows the study of many different problems in heterogeneous and homogeneous catalysis, other techniques are desirable that enable larger molecules or surfaces with reduced symmetry to be treated without losing too much accuracy. Besides various semiempirical approaches, which will not be discussed here, modern ab initio force fields\cite{15–18} can be able to provide reasonably accurate energetics and structures. In those force fields the system energy is divided into several terms, which account for different types of interactions as indicated in Equation (7):  

$$E_{\text{system}} = E_{\text{bond}} + E_{\text{angle}} + E_{\text{tension}} + E_{\text{Coulomb}} + E_{\text{vdW}} + \ldots \quad (7)$$  

As each term is given by an analytic expression the system energy can be evaluated rather quickly, which allows the dynamics of extended systems to be simulated on the nanosecond scale. However, since every energy term is parameter-dependent, the quality and accuracy of a particular force field strongly depends on these parameters, which are usually obtained by fitting to system properties either measured experimentally or calculated with a higher level of theory (e.g. DFT). Notably, adapting force field parameters to a particular set of systems (e.g. small molecules) does not imply general transferability of the force field to another set of systems (e.g. extended surfaces).

Besides nonreactive force fields as described above, which require an explicit definition of which atoms interact with each other by a certain type of interaction (usually given by a bonding table), there is the class of reactive force fields\cite{19–21} that are also capable of describing reactions. Although the basis of reactive force fields is a system energy expression comparable to Equation (7), each term is explicitly bond-order dependent. By taking the electronic configuration of each atom type into account and continuously mapping the local environment of an atom during a simulation, the bond order is updated and thus certain interaction terms might vanish (bond breaking) or appear (bond formation). Therefore, the different energy terms of Equation (7) can no longer be categorized in $n$-body terms, but each has multibody character. In addition, by including further energy terms these force fields become able to distinguish between variations in structure and energy of differently hybridized organic compounds. For example, this plays an important role in reactions with hydrocarbons or Si.\cite{22} Recently, reactive force fields have also been applied to studying the energetics of reactions on transition-metal surfaces.\cite{23}

### 2.3. Solvation

Most chemical and biochemical processes occur in the condensed phase rather than in gas phase. However, to include solvation effects in electronic structure calculations implies more complex systems. The main methods used for theoretical modeling can basically be categorized into two main approaches: the explicit and the implicit treatments.

The explicit solvent model (an overview can be found in refs. \cite{24,25}) describes the solvent by individual molecules, which are mostly treated with the same level of theory. Although this model is capable of reproducing the detailed structure of the solute/solvent interface for systems near equilibrium and along reaction pathways (for example, Car-Parrinello ab initio molecular dynamics (CPMD)\cite{26}), in a purely quantum-mechanical treatment the system size is limited by the computational expense, and thus is restricted to a relatively small number of solvent molecules. Therefore, in an alternative approach the entire or at least parts of the solvent are treated with a lower level of theory than the solute, for example, by molecular mechanics.\cite{24,25,27–29} Within these methods, known as QM/MM, the solvent–solute and solute–solvent interactions are mostly given by a sum of electrostatic and van der Waals contributions. While the van der Waals interactions are often evaluated by Lennard–Jones-type potential functions,\cite{27,28,30} an appropriate handling of the electrostatic interactions between solute and solvent, which couples the quantum-mechanically treated solute with the molecular-mechanically treated solvent, is important. Approaches for this contribution are based, for example, on a multipolar expansion of the QM wave functions\cite{31,32} or a solvent-averaged potential.

In implicit solvent models\cite{33,34} the solvent is replaced by a continuum with an appropriate dielectric constant. The solute is then placed in a cavity, whose size and shape have to be chosen properly. In many continuum approaches atom-centered interlocked spheres of certain radii (e.g. van der Waals radii, or the solvent-excluded surface (SES)) or solvent-accessible surface (SAS) are used to define this cavity. Due to electrostatic interactions the solute polarizes the solvent, which then forms a reaction field that couples back to the solute. The corresponding electrostatic potential, which is required to evaluate the interaction energy, is obtained by solving the Poisson–Boltzmann equation (assuming a Boltzmann-type distribution of ions within the solvent). This leads to a solvation free energy given by Equation (8):

$$\Delta G^{\text{sol}} = \Delta G^{\text{cav}} + \Delta G^{\text{dep}} \quad (8)$$

where $\Delta G^{\text{cav}}$ is the free energy to create the cavity and $\Delta G^{\text{dep}}$ accounts for charging the solvent near the solute.
In quantum-mechanical calculations of a solute electronic structure, the solvent reaction field is incorporated in the self-consistency cycle, which leads to the so-called self-consistent reaction field approach (SCRF). Instead of expensively solving the Poisson–Boltzmann equation directly, different approximations exist which can evaluate the solvation free energy by analytic expressions, for example, the generalized Born model,[38,39] Bell model, or Onsager model.[33,34]

3. Surface Model

To study surface-specific problems, such as structures, adsorptions, or even catalytic reactions, much care has to be taken to determine an appropriate surface model. Here, one can distinguish between two major approaches: the slab/supercell approach and the cluster approximation. Both models have advantages and disadvantages, which is why the choice depends on the particular physical or chemical question to be answered.

Within the slab/supercell approach the two-dimensional (2D) translation symmetry of a surface is used to reduce the calculation to a single unit cell (Figure 1). The surface is modeled by a slab of finite thickness due to the application of periodic boundary conditions (PBCs), which introduce the semi-infinite character of the system. However, to avoid non-physical interaction between both surfaces on the top and the bottom, the slab has to be chosen thick enough such that its center reproduces bulklike behavior. Depending on the system this requires between five and 20 atomic layers. Semiconductors and certain transition metals already exhibit major surface properties, such as surface states or adsorbate binding energies with five-layer slabs, but some simple metals (e.g. Al) require more extended slabs.[40] In addition, since each slab interacts with its virtual copies above and beneath, a sufficiently large vacuum spacing is necessary to minimize these effects. If the interest is in studying catalytic reactions on surfaces, the 2D unit cell must also be chosen large enough such that the adsorbed species in one cell do not see their images in adjacent cells. Besides these direct interactions, neighboring adsorbates may also indirectly interact through changes in the electronic structure of the surface. For illustration the graph in Figure 1 shows the DFT-calculated binding energy of a single oxygen atom (with respect to half an O₂ molecule) to an fcc site of a Pt(111) slab as a function of unit-cell size (or coverage). The calculations were performed with SeqQuest[41,42] employing the GGA-type exchange-correlation functional suggested by Perdew, Burke, and Ernzerhof (PBE).[43] Until a coverage of 0.11 monolayers (MLs) is reached, which can be achieved with a 3×3 unit cell, there are non-negligible direct and/or indirect interactions.

The second method is the cluster approximation, in which the system is represented by a finite part of the surface (see Figure 2). By using such a finite system to study surface adsorptions or reactions one avoids most problems connected with the slab approach, but this method has to deal with other crucial aspects. In particular, if the aim is to model metallic surfaces, then with small clusters most (or even all) atoms are surface atoms, which cause unwanted border effects and an unpredictable behavior of the cluster. As an example, the right-hand graph in Figure 2 shows the binding energy of atomic oxygen (again with gas-phase O₂ as reference) to the (111) plane of differently sized and shaped Pt clusters, which was obtained with DFT using the B3LYP[13,14] xc-functional and a LACVP** basis set (see ref. [44] for further information). With less than 20 atoms the binding energy is strongly system-dependent and even the preferred adsorption site alternates. Ex-
tending the cluster to more than 20 atoms results in the same
preferred adsorption site for oxygen and similar relative stabi-
lities (ΔE\text{bind}). However, convergence in both binding energy
and adsorption structure requires systems with at least three
layers and 28 atoms. The binding energies obtained with such
extended systems agree quite well with those obtained on the
basis of periodic slab calculations for low coverages. While this
is valid for Pt clusters, surfaces of other metals might require
more extended systems (for example, ≥56 atoms for Cu-
(100),[48] or > 100 atoms for Al(100)[49]). Thus, although finite
systems are able to mimic surfaces, careful studies on cluster-
size convergence are necessary.

4. Water Formation on Pt(111)

The formation of water out of hydrogen and oxygen is one of
the important reactions occurring in fuel cells. At the cathode
four protons react with a dioxygen molecule with acceptance
of four electrons to give two water molecules [Eq. (9)]:

\[
\text{O}_2 + 4 \text{H}^+ + 4e^- \rightarrow 2 \text{H}_2\text{O}
\]

which is quite interesting by itself,[47] but still far
away from the realistic electrochemical system.

To study possible pathways for Equation (9), first all possible intermediates were considered separate-
lly: H, H₂, O, O₂, OH, OOH, H₂O₂, and H₂O. The stable
surface sites and the binding energies on Pt(111)
were evaluated for each intermediate, while the sur-
face was modeled by a 35-atom three-layer cluster
(Pt₃₅), which gave cluster-size-converged results. Pt₃₅
consists of 14 atoms in the first layer, 13 in the
second, and 8 atoms in the third layer. Then differ-
ent dissociation processes of the adsorbed molecules were
studied to obtain the energetic barriers involved. Here it
should be remarked that to find the transition states only the
single distance between the dissociation products has been
constrained, while the remaining system was allowed to freely
optimize its structure. In addition, the transition state obtained
was checked by analyzing the vibrational spectra. Thus, by
using the energetics and dissociation barriers we can draw a
picture of different pathways for the gas-phase reaction and
show their corresponding rate-limiting steps. For a detailed de-
scription of the adsorption and dissociation processes includ-
ing energetic and structural information on each intermediate,
which would very much extend the scope of this review, see
ref.[48]. This work also includes a detailed comparison with
available experimental results and other calculations.

In general, two major pathways can be distinguished. First,
the O₂ dissociation pathway that involves the dissociation of
dioxygen as one of the first reaction steps to generate two
oxygen atoms on the surface, which then can react with adsor-
bed H atoms to form water. The second route is the OOH for-
mation pathway, in which the O₂ molecule is not dissociated
directly but reacts with hydrogen to form OOH or H₂O₂, which
then dissociates. In the following we will discuss the reaction
mechanisms in more detail without and including zero-point
energy (ZPE) corrections, and will then point out the changes
expected by hydrating the system.

4.1. O₂ Dissociation Pathway

The reaction mechanisms involving direct O₂ dissociation are
combined in Figure 3. According to the motivation given
above, we start with molecular H₂ and O₂ in the gas phase

\[
\text{H}_2 + \frac{1}{2} \text{O}_2 \rightarrow \text{H}_2\text{O}
\]

The reaction mechanisms involving direct O₂ dissociation are
combined in Figure 3. According to the motivation given
above, we start with molecular H₂ and O₂ in the gas phase

\[
\begin{align*}
\Delta H_f & (\text{kJ/mol}) \\
\text{O}_2 & -280.8 \\
\text{H}_2 & -237.1 \\
\text{H}_2\text{O} & -52.8 \\
\end{align*}
\]

Figure 3. Heats of formation for the O₂ dissociation pathway (without ZPE corrections). The reference (ΔH₀ = 0 eV) is the bare Pt₃₅ cluster plus separated H₂ and O₂ molecules in the gas phase. Multiple structures are possible for some adsorbed systems, and thus there is splitting of the ΔHᵢ values. In these cases the label below the value indicates the specific part of the system.

(not adsorbed) and the plain Pt surface (Pt₃₅ cluster). The heat of formation (ΔHᵢ) of this system is set to zero. For reaction to occur we first adsorb H₂ on the surface, which undergoes barrierless dissociation. This lowers the energy of the whole system by 0.63 eV, which is two times the binding energy (BE) of atomic hydrogen (2.73 eV) minus the dissociation energy of gas-phase H₂ (calculated with the B3LYP functional to be 4.84 eV). Since hydrogen has a low diffusion barrier of approxi-
mately 0.05 eV[48] on Pt(111), we assume hydrogen to always
be present on the surface for further reactions.
Then $O_2$ adsorbs molecularly, for which we can distinguish three, stable binding geometries: bridge (BE = 0.49 eV), fcc (BE = 0.31 eV), and tilted (BE = 0.06 eV). In the most stable configuration $O_2$ is bound on a bridge position, where both oxygen atoms use a doubly occupied orbital to form weak surface bonds. With two hydrogen atoms and an $O_2$ molecule now on the surface, in this reaction pathway the next step is dissociation of dioxygen. However, for each of the adsorbed $O_2$ structures we obtain a different dissociation barrier. At the bridge position this barrier is highest (1.33 eV), followed by the fcc position (1.04 eV). The lowest barrier we obtain is for tilted $O_2$ (0.22 eV), whose initial structure is comparable to bridge-bound $O_2$ but tilted toward the surface such that the $O=O$ double bond is able to form a donor–acceptor bond to an adjacent Pt atom. Although $O_2$ is most likely to bind at a bridge surface site, the difference to the tilted configuration is 0.90 eV lower than the bridge site dissociation barrier. Thus, $O_2$ may undergo a structural change toward the $O_2$ tilted configuration while dissociating, which agrees with the calculations of Eichler et al.[25] This would drastically lower the overall dissociation barrier from 1.33 to 0.65 eV, which much better agrees with the 0.38 eV measured by STM.[32] In either case, the final system contains two adsorbed oxygen atoms located in three-fold sites: $O_{hcp}/O_{hcp}$, $O_{fcc}/O_{hcp}$ or $O_{hcp}/O_{fcc}$.

Notably, dissociation of $O_2$ in any configuration leads to two oxygen atoms in nonadjacent threefold positions (separated by two lattice constants), which is in excellent agreement with the STM experiments by Ho.[33, 34] For the case in which dissociation of multiple $O_2$ molecules occurs at different surface positions, the final structure will thus correspond to a $p(2 \times 2)$ over-layer, exactly what is observed experimentally.[35] In addition, this result allows us to treat both oxygen atoms as nearly independent adsorbates (see Figure 1). Therefore, we will neglect the remaining $O=O$ interaction of both dissociation fragments. However, for completeness both possible adsorption sites ($O_{hcp}$ or $O_{fcc}$) of the second $O$ atom are considered in Figure 3 without having influence on further reaction barriers. Since the barrier to hop from an hcp to an fcc site via a bridge position is only 0.24 eV, we expect most atomic oxygen to equilibrate to fcc sites after a finite time.

The next reaction step is OH formation, which involves a barrier of 1.37 eV. In contrast to the dissociation of $O_2$, there is no possible trajectory to lower the formation barrier by using parts of the energy to change the adsorption site. The dashed lines in Figure 3 indicate a less likely configuration (higher in energy), in which hydrogen and oxygen do not approach along a Pt–Pt bridge direction, but via a threefold site (see ref. [48] for further information). However, since there may always be structural fluctuations caused by surface vibrations, only the lower-energy process in which the H atom approached along the Pt–Pt bridge direction should be relevant. Finally, this leads to adsorbed H (mobile), fcc-bound O (partially hcp-bound), and OH.

Within both final steps the water molecule is created on the surface and desorbs to give gas-phase water, the final product of the reaction. Since both water and OH adsorb on Pt(111) with the oxygen at an on-top surface site, the reaction of forming water out of adsorbed H and OH is determined by the energy difference of changing the Pt–OH covalent bond (2.06 eV) into a bond of the oxygen lone-pair orbital (0.60 eV), breaking the Pt–H bond (2.73 eV), and forming the additional O–H bond (5.25 eV), which leads to the derivation of Equation (11):

$$
\Delta H_r^\circ (H^\circ + OH^\circ) - \Delta H_r (H_2O^\circ) = BE(HO-H) + BE(Pt-H_O) - BE(Pt-OH) - BE(Pt-H)
$$

(11)

The barrier for this formation is 0.24 eV. Finally, to desorb water from the surface we have to break the Pt–H$_2$O surface bond. The energy required for this process is 0.60 eV, which can be compared to an experimental value of 0.52 eV.[36]

Assuming the reaction mechanism with the lowest barrier for each reaction step, we can finally draw the following picture of the whole $O_2$ dissociation pathway (upper numbers are changes in heat of formation $\Delta H_r$, and lower, bold numbers indicate the energetic barrier of the corresponding step), where all energies are given in eV [Eq. (12):

$$
H^\circ + O^\circ = 2H_2^\circ + 2O_2^\circ
$$

(12)

Comparison of the heats of formation shows that all reaction steps are exothermic except the last step of desorbing water from the surface. Overall, starting with $H_2^\circ$ and $O_2^\circ$ the whole system gains 3.38 eV while reacting to form $H_2O^\circ$ and fcc-adsorbed atomic oxygen. Subtracting $\Delta H_r(O^\circ fcc)$ from the overall energy gain gives 3.38 − 0.89 = 2.49 eV, which is in good agreement with the tabulated enthalpy value of 2.51 eV for the reaction $H_2^\circ + \frac{1}{2}O_2^\circ \rightarrow H_2O^\circ$.

Along the reaction pathway there are only three steps that include barriers. The highest barrier is the $O^\circ fcc + H_2^\circ \rightarrow OH^\circ fcc + H^\circ fcc$ reaction with 1.37 eV. The dissociation of adsorbed $O^\circ fcc$, which is mostly considered to be the limiting process,[37] has a 0.72 eV lower activation barrier. The third reaction step involving a barrier is the formation of water on the surface out of $OH^\circ fcc$ and $H^\circ fcc$. However, the energy required is only 0.24 eV. Comparing these values with the reaction steps in the gas phase shows that the Pt surface lowers the $O_2$ dissociation barrier from 4.95 eV in the gas phase to only 0.65 eV. In addition, on the Pt catalyst the rate-determining step is not the $O_2$ dissociation (as for the gas-phase reaction), but the formation of OH.

If we now consider zero-point energy corrections, the overall energetics changes slightly as shown in Equation (13):

$$
H^\circ + O^\circ = 2H_2^\circ + 2O_2^\circ
$$

(13)

The Pt cluster has a much larger mass than each of the gas-
phase compounds, and therefore by including zero-point energy corrections major changes occur with reaction steps where atoms or molecules adsorb onto or desorb from the surface. For instance, by dissociatively adsorbing gas-phase $\text{H}_2$, the system gains 0.31 eV less energy than when zero-point energy corrections are not considered. In addition, as adsorbed hydrogen shows strong vertical vibrations (on top: 2456 cm$^{-1}$; threefold: 1317 cm$^{-1}$) reactions that use $\text{H}^{\text{ad}}$ (e.g., $\text{O}^{\text{ad}}_{\text{fcc}} + \text{H}^{\text{ad}} \rightarrow \text{OH}^{\text{ad}}$) now have a 0.20 eV lower energy barriers. However, besides these slight changes the formation of $\text{OH}^{\text{ad}}$ still has the highest energy barrier at 1.13 eV.

4.2. OOH Formation Pathway

The second possible reaction pathway includes OOH as an intermediate (see Figure 4). Instead of first dissociating $\text{O}_2^{\text{ad}}$ and then adding hydrogen atoms to form water, in this pathway $\text{O}_2^{\text{ad}}$ first reacts with a hydrogen atom on the surface and afterwards goes into dissociation to form adsorbed $\text{H}$ and $\text{OH}$.

Again we start with molecular $\text{O}_2^g$ and $\text{H}_2^g$, and the plain $\text{Pt}$ surface. After adsorption of $\text{O}_2^g$ and dissociative adsorption of $\text{H}_2^g$, we again have two mobile hydrogen atoms and molecular oxygen, preferably in the bridge-bond configuration on the surface. The next reaction step is OOH formation. We have to consider different mechanisms of OOH formation because of the high mobility of an $\text{H}$ atom on the $\text{Pt}(111)$ surface. The first possibility is that the $\text{H}$ atom could approach the $\text{O}_2$ molecule sideways (almost perpendicular to the O–O direction) and bind to one of the $\text{O}$ atoms almost parallel to the surface. Due to the electronic rearrangement caused by the relatively strong O–H bond, the other O atom forms a covalent surface bond and the strong O–O double bond reduces to a single covalent bond (no-ring OOH$^{\text{ad}}$). The barrier for this whole process is 0.42 eV. However, when the H atom approaches the $\text{O}_2$ molecule along the Pt–Pt bridge direction, another stable OOH structure is created, in which OOH forms a five-membered ring with two surface Pt atoms. Due to the relatively strong $\text{Pt}$–$\text{H}$ interaction that is established, the adjacent Pt–O connection (lone-pair bonding) becomes weaker, which finally results in a 0.38 eV lower barrier for the $\text{O}_2^{\text{ad}} + \text{H}^{\text{ad}} \rightarrow \text{OOH}^{\text{ad}}$ formation reaction. The resulting ring structure is relatively unstable and changes to the no-ring OOH$^{\text{ad}}$ structure under only little perturbation. Therefore, further considerations use this OOH$^{\text{ad}}$ structure.

The next step is the O–OH dissociation with a barrier of 0.74 eV. The products of this dissociation process are on-top bound OOH$^{\text{ad}}$ and $\text{O}^{\text{ad}}$ at a threefold surface site. Since the O–OH dissociation is along the O–O direction, during the procedure the single $\text{O}$ atom is on top of a Pt atom before moving to its final threefold site. This process results in no preferred threefold site for the single $\text{O}$ atom (fcc or hcp). As for the O$_2$ dissociation pathway, an O atom at an hcp position can easily equilibrate and hop over a bridge position (0.24 eV barrier) to the fcc site. Thus, we assume this O atom to be at an fcc position. Both final steps of this reaction pathway ($\text{OOH}^{\text{ad}} + \text{H}^{\text{ad}} \rightarrow \text{H}_2\text{O}^{\text{ad}} + \text{H}_2^{\text{ad}}$) are equal to those discussed for the O$_2$ dissociation pathway.

Assuming the reaction mechanism with the lowest barrier for each reaction step, we can finally draw the following picture of the whole OOH formation pathway (upper numbers are again changes in $\Delta H$, and lower, bold numbers indicate the energetic barrier of the corresponding step) [Eq. (14)]:

$$
\begin{align*}
\text{H}_2^g + \text{O}_2^g & \rightarrow \text{H}^{\text{ad}} + \text{O}_2^{\text{ad}} \\
\text{H}_2^g + \text{O}_2^{\text{ad}} & \rightarrow \text{O}^{\text{ad}} + \text{OH}^{\text{ad}} \\
\text{OH}^{\text{ad}} & \rightarrow \text{H}_2\text{O}^{\text{ad}} + \text{H}_2^{\text{ad}} \\
\text{H}_2\text{O}^{\text{ad}} & \rightarrow \text{H}^{\text{ad}} + \text{OH}^{\text{ad}} + \text{O}_2^{\text{ad}} \\
\text{OH}^{\text{ad}} & \rightarrow \text{H}_2\text{O}^{\text{ad}} + \text{H}_2^{\text{ad}}
\end{align*}
$$

Analogous to the $\text{O}_2$ dissociation pathway, only the last reaction step is endothermic by 0.61 eV. Since the remaining $\text{O}$ atom may easily equilibrate to the fcc site, the system also gains a total 3.38 eV out of the whole reaction. The OOH formation pathway also involves three reaction steps with activation barriers: the reaction step to form OOH$^{\text{ad}}$ out of $\text{O}_2^{\text{ad}}$ and $\text{H}^{\text{ad}}$ (0.04 eV), the dissociation of an oxygen atom from OOH$^{\text{ad}}$ (0.74 eV), and the final water formation out of OH$^{\text{ad}}$ and $\text{H}^{\text{ad}}$ (0.24 eV). Thus, the O–OH dissociation is rate-determining for the OOH formation pathway.

After including zero-point energy corrections, the reaction energetics changes as shown in Equation (15):
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As for the $\text{O}_2$ dissociation pathway shown in Equations (12) and (13), reaction steps that involve surface adsorption or desorption have lower $\Delta H$ values now, and reaction steps that use adsorbed hydrogen have slightly lower barriers. Since in Equation (14) the energy barrier for the formation of $\text{OOH}^\text{ad}$ was already quite small (0.04 eV), it vanishes after inclusion of zero-point energy corrections. However, the $\text{O}–\text{OH}$ dissociation still has the highest barrier at 0.67 eV.

Besides the $\text{OOH}$ formation pathway described in Equations (14) and (15), it is also possible that adsorbed $\text{OOH}$ does not dissociate directly, but first undergoes another hydrogenation step to form hydrogen peroxide ($\text{H}_2\text{O}_2$) on the surface. This reaction step has an energy barrier of 0.47 eV. Two $\text{OH}^\text{ad}$ groups are then formed by dissociation of the $\text{O}–\text{O}$ bond, which requires overcoming another energy barrier of only 0.29 eV. The intermediate reaction steps starting from hydrogen and $\text{OOH}^\text{ad}$ can be written by Equation (16):

$$\text{H}^\text{ad} + \text{OOH}^\text{ad} \rightarrow \text{H}_2\text{O}_2^\text{ad} \rightarrow 2\text{OH}^\text{ad}$$  \hspace{1cm} (16)

Thus, by forming $\text{H}_2\text{O}_2^\text{ad}$ prior to $\text{O}–\text{O}$ dissociation to $\text{OH}^\text{ad}$, the reaction step with the highest energy barrier is now the $\text{H}_2\text{O}_2$ formation, whose barrier is 0.20 eV below the rate-determining step in Equation (15).

### 4.3. Overall Picture

An overall summary of the $\text{O}_2$ dissociation and $\text{OOH}$ formation pathways (including $\text{H}_2\text{O}_2^\text{ad}$ as possible intermediate) is shown in Figure 5 as the nonhighlighted values. In addition, binding energies and dissociation barriers for all species before and after adsorption are given in Table 1 without and with consideration of zero-point energy correction. A comparison of the rate-determining steps of both reaction pathways shows a 0.66 eV lower barrier for the $\text{OOH}$ formation pathway via $\text{H}_2\text{O}_2^\text{ad}$ over the $\text{O}_2$ dissociation pathway. Therefore, molecular $\text{H}_2$ and $\text{O}_2$ might rather take this $\text{OOH}$ formation pathway to catalytically form the final product water. However, since the rate-limiting step of the $\text{OOH}$ formation pathway via $\text{O}–\text{OH}$ dissociation is only 0.20 eV higher than

$$\text{H}_2^\text{ad} + \text{O}_2^\text{ad} \rightarrow \text{H}_2\text{O}_2^\text{ad} \rightarrow \text{H}_2\text{O}^\text{ad} + \text{O}^\text{ad}$$  \hspace{1cm} (15)
via $\text{H}_2\text{O}_2^{ad}$, it is quite likely that both OOH formation mechanisms play a certain role. Instead of using all educts the OOH formation pathway via O–OH dissociation produces atomic oxygen adsorbed on the surface without further usage. Thus, after a finite reaction time one might expect the surface to be covered with atomic oxygen. However, these O$^{ad}$ atoms may partially drive the O$_2$ dissociation mechanism (and also react to form water) or recombine to give adsorbed dioxygen. Due to the strong surface bond of atomic oxygen to the Pt surface, there is a barrier for O–O recombination ranging from 1.26 to 1.95 eV (depending on the initial O adsorption sites and the final O$_2$ structure). The lower value is comparable to the activation barrier obtained for the rate-limiting step of the O$_2$ dissociation reaction. The final energetics ($\Delta H_f$ and barriers) were added to Figure 5 and highlighted in boxes. Comparison of the gas-phase and solvated systems shows a larger energy gain for the solvated system in the initial steps of depositing hydrogen and oxygen onto the surface. This is certainly due to the charge transfer between adsorbate and surface. In the case of hydrogen this results in a positive partial charge ($\delta^-$), while each oxygen atom of adsorbed O$_2$ has a slightly negative partial charge ($\delta^+$). These charges interact with the water dipoles, polarize the solvent, and thus stabilize the adsorbates. Following the O$_2$ dissociation pathway again a larger energy gain (0.41 eV) can be observed for the dissociation of O$_2^{ad}$. Since the corresponding dissociation barrier increases only from 0.65 to 0.68 eV, the larger change in $\Delta H$ is certainly due to the higher solvation ability of atomic oxygen compared to dioxygen.

After dissociation of O$_2$ the adsorbed O$^{ad}$ reacts with a surface hydrogen atom to give OH$^{ad}$. The energy gain with and without water solvent is almost the same (0.52 vs. 0.56 eV), whereas the energy barrier for OH formation drops drastically from 1.37 eV in the gas phase to 0.59 eV in water solution. A similar energy barrier of 0.56 eV can be observed for the following re-action step, in which OH reacts with a hydrogen atom to form water. Thus, for the O$_2$ dissociation pathway water solvation causes the energy barriers of the reaction steps to be quite similar (0.56, 0.59, and 0.68 eV). Instead of having the formation of OHH$^{ad}$ as the rate-limiting reaction step, the dissociation of O$_2^{ad}$ has the highest reaction barrier, which now conforms to experimental expectations.$^{[56]}$

Notably, in the water-solvated system the desorption of water from the surface requires an energy of 0.83 eV, which is comparable to the binding energy of a water molecule within an entire water bilayer network. There the Pt–H$_2$O (H$_2$O parallel to the surface) bond energy is 0.38 eV, and each of the two hydrogen bonds formed to neighboring water molecules within the bilayer brings 0.28 eV. This adds up to a total of 0.94 eV required to remove a parallel oriented water molecule from a water bilayer network on Pt(111).$^{[59]}$ The results show that applying a SCRF model to the study of surface catalysis in solvating media is a reliable tool for reproducing the qualitative behavior.

Along the OOH formation pathway the initial steps are again equivalent to the O$_2$ dissociation, but the barrier to associate a hydrogen atom to dioxygen and form OOH increases from 0.04 eV in the gas phase to 0.40 eV in water solution. The overall energy gain for this reaction step decreases from 0.60 to 0.32 eV. Here it seems that water destabilizes the transition state Pt–(OO–H) and finally Pt–OOH of this process, which also explains the 0.12 eV lower energy barrier for the following O–OH dissociation. During the latter reaction step the system energy lowers by 1.94 eV, which is 0.72 eV more than in the gas phase. The final step of forming water out of OHH$^{ad}$ and H$^{ad}$ is again equivalent to the O$_2$ dissociation pathway.

However, if OOH$^{ad}$ is not being dissociated to OH and O directly, but is once more hydrogenated to H$_2$O$^{ad}$, the system has to overcome an even higher barrier of 0.94 eV, which is 0.47 eV higher than in the gas phase. On comparing the increases in the reaction barriers caused by the solvent for the
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formation of OOH and H2O2, we observe comparable values (0.36 and 0.47 eV). Thus, it seems that for both OOH and H2O2 the surface bond is weakened by a similar amount.

In contrast to the gas-phase OOH formation pathway, where we found that the mechanism via H2O4aq involved the lowest energy barrier and therefore was more likely to occur, inclusion of the water solvent changes this behavior. Now the mechanism that directly dissociates OOH+ has a 0.32 eV lower barrier and seems to be the preferred process.

By comparing the energy barriers of the various reaction steps in both pathways (not considering the process via H2O2), it seems that solvating the system equilibrates all barriers to be within a range of 0.40 to 0.62 eV. Therefore, different from the gas-phase system, where we found a strong preference for the OOH formation pathway, both the O2 dissociation and the OOH formation processes are likely to occur with comparable probabilities. In particular, since both reaction pathways produce adsorbed atomic oxygen as well as water, but only the O2 dissociation pathway uses these within the reaction cycle, the reaction rate for the latter pathway increases.

Overall, starting with H2(aq) and O2(aq) the whole system gains 4.38 eV while reacting to give H2O2(aq). Subtracting ΔHf(OOH) from this value gives 4.38−1.67 = 2.71 eV, which should be compared to the tabulated enthalpy value of 2.96 eV for the reaction H2(g) + 1/2O2(g) → H2O2(aq). The remaining difference of 0.25 eV can be rationalized as follows. For a single solvated H2O4aq molecule we obtain a heat of formation of 2.89 eV (exp.: 2.96 eV), and thus the difference of 0.25 eV comes from simulating the solvated surface with a continuum approach. However, the solvated surface contributes to all energy values, assuming that error cancellation for energy differences is a reasonable assumption.

Within this section we have shown how crucially the effects introduced by solvating the system in water could affect the energetics of each reaction step, and finally the preferred reaction mechanism. Using the results obtained for the gas-phase system to interpret a solvated system would have been misleading here.

5. Pt-Based Alloys

We would now like to discuss the effects that might occur by not using a pure catalyst, but a heterogeneous mixture of two metals (alloys). As systems we compare pure Pt and Pt/Ni alloys with the same (111) surface plane. Since Pt and Ni have different electronic properties, alloying could result in changes of the surface structure by relaxation or even reconstruction. While relaxation only includes deviations of the layer distance from the corresponding bulk value, reconstructions can even involve atom displacements, which could lead to totally different surfaces. If the system is heated to temperatures where the kinetic barriers of atom displacements within the alloy might be overcome, segregation could occur. There, the system lowers its energy (surface energy) by accumulating one of the two species at the surface.

Experimentally different Pt/Ni alloy crystal structures (compositions) have been studied (Pt0.1Ni0.9, Pt0.25Ni0.75, Pt0.5Ni0.5, and Pt0.78Ni0.22) using low-energy electron diffraction (LEED), X-ray photoelectron spectroscopy (XPS), and medium-energy ion scattering (MEIS). While the bulk structure forms fcc solid solutions over the whole range of compositions, Bardi et al. studied the (111) surface of a comparable alloy, Pt3Co, and found that on the surface an ordered fcc-like structure forms first, which under UHV treatment shows segregation of Pt toward the surface.[66] In the case of Pt0.78Ni0.22(111), which should be of particular interest here, this finally results in a first surface layer consisting of Pt only, while the next three layers have a damped oscillatory Pt/Ni composition profile.[67] Beginning with the fourth layer the system has the expected 3:1 bulk mixture of Pt3Ni.

In the following discussion we first reproduce the surface segregation effects on the basis of periodic DFT calculations, and then study the changes that can be expected by not using semi-infinite alloy surfaces, but highly dispersed alloy particles as catalyst.

5.1. Extended Surface

As already mentioned, some of the Pt-based alloys show strong surface segregations. To study this effect on the quantum-mechanical level, we focused on Pt/Ni alloys and first calculated the corresponding bulk structure. On the basis of periodic DFT calculations[51,42] (for further information see ref. [50]) an fcc-like bulk unit cell with Pt atoms at the faces and Ni atoms at the corners gave a lattice constant a0 of 3.89 Å. This unit cell conforms to the crystal structures of pure Pt (a0 = 3.92 Å) or Ni (a0 = 3.52 Å) and leads to a Pt3Ni bulk composition. In addition, for the Pt3Ni alloy crystal we obtained a cohesive energy of Ecoh(Pt3Ni) = 22.63 eV, which can be compared to the experimental values for pure Pt (Ecoh(Pt) = 23.36 eV) and pure Ni (Ecoh(Ni) = 17.76 eV).[60] A comparison of the lattice constants and cohesive energies indicates the domination of Pt.

Using the calculated lattice constant for Pt3Ni, segregation on the (111) surface was studied by a series of periodic DFT calculations on systems with different Pt:Ni ratios and compositions. Besides changing the composition, for each number of Pt and Ni atoms various possible site distributions were considered, too. As surface models we used slab geometries (five layers) with either 2×2 or 2×3 unit cells, in which the lowest two surface layers were fixed at the corresponding bulk layer distance. Among the different systems that have been studied, Figure 6 shows the most stable (top left) and some of the more stable 2×3 structures. Restricted to the variations that 2×2 and 2×3 unit cells allow, we find that having a distribution of 100% Pt in the first, 50% in the second, and 83% Pt in the third layer gives the highest binding energy and results in the most stable structure. These distributions should be compared to the experimental values[64] for Pt0.78Ni0.22 of 99, 30, and 87%, which is in excellent agreement with our calculations.

Besides the surface segregation we can also compare the distances between the surface layers. Here LEED experiments[68] on Pt0.78Ni0.22 give 2.18 ± 0.02 Å as the distance between the first three surface layers and 2.220 Å as the bulk layer distance. As shown in Figure 6, we obtain a range of 2.11
to 2.38 Å for the distance between the first and second surface layers. This difference is due to the shorter Pt–Ni surface bond, which causes a slight buckling of the top Pt layer. However, the average distance of 2.24 Å compares well to the experimental value. The same holds true for the distance between the second and third atomic layers. Here, again due to the variations in bond length, our values range from 2.09 to 2.13 Å. Finally, for the bulk layer distance we calculated 2.23 Å, which is in perfect agreement with the experimental value mentioned before.

Although the changes in the electronic structure and therefore the chemical behavior of extended alloy surfaces are interesting by themselves, and much has been done from the experimental and theoretical side, many experimental or industrial applications use highly dispersed catalysts rather than semi-infinite surfaces. This usually provides a larger surface area, where the catalytic reaction can run simultaneously and results in higher efficiencies. The size of these catalyst particles might range from <1 to 5 nm in diameter. Thus, it is questionable whether the effects occurring on extended surfaces can be observed on such nanoparticles, too.

5.2. Nanoparticles

Equivalent to the procedure applied to study surface segregation on semi-infinite systems, to extend those considerations to nanoparticles requires calculations on the stability of differently sized and shaped clusters with varying Pt-Ni ratios and compositions. Compared to the cluster-convergence studies described in Section 3, where systems with less than 20 atoms showed an unpredictable behavior, we expect even larger particles to be required to model alloy surfaces. Moreover, since the relative surface area of small particles is much larger than that of semi-infinite surfaces, we also expect structural deviations.

In a series of DFT calculations on different clusters, we studied the preferred structure for Pt/Ni particles up to 35 atoms containing Pt and Ni in different amounts and compositions. It turned out that for small single-layer particles Ni prefers to coordinate to six Pt atoms and minimizes the number of direct Ni–Ni bonds. This finding can be understood in terms of an average Pt–Ni bond being 0.80 eV stronger than a Ni–Ni bond. It leads to a bulklike structure where every Ni atom is surrounded by six Pt atoms, which results in a 3:1 ratio between Pt and Ni. Consequently, those Ni atoms that are located at edges try to coordinate to four Pt atoms.

As concerns the electronic structure of the single-layer alloy particles, the spin density and charge distribution analyses suggest an $s^{0.35}d^{8.75}$ configuration for each Ni atom, while all Pt atoms have $s^{0.83}d^{9.17}$ character. Comparison of these values with those obtained for pure Pt clusters ($s^{0.83}d^{17}$) indicates a reduction of unpaired spins on each Pt atom of the Pt/Ni alloy, which consequently leads to lower binding energies of adsorbates (see Section 5.3).

The introduction of a second layer to the clusters does not change the preference for a bulklike Pt/Ni distribution. In their most stable geometries each Ni atom tries to be sixfold coordinated to Pt atoms and thus maximize the number of Pt–Ni bonds, while avoiding Ni–Ni bonds. Although an average Pt–Pt bond is slightly stronger than a Pt–Ni bond, the energy loss by having two Ni atoms at adjacent lattice sites would lead to an overall lower stability.

For three-layer clusters, which besides two surface layers (top and bottom) start to develop some volume layer, we also see a structure where each Ni atom tries to connect to Pt atoms, which results again in the bulklike structure. However, since the various surface faces of a cluster are finite, the bulklike structure can be achieved with a slight Pt or Ni enrichment at the surface. In the present case the clusters show a slight Pt enrichment at the (111) faces, which might indicate the beginning of surface segregation. However, a three-layer cluster with 35 atoms is still far away from a semi-infinite surface.

To summarize, it turned out that Pt/Ni nanoparticles even up to 35 atoms ($\approx 1.5$ nm in diameter) do not show the expected surface segregation known for extended surfaces. Instead, due to the ratio between atoms at the surface and in the volume (three-layer clusters still do not allow one to speak of "bulk" atoms), nanoparticles show a bulklike composition over the entire system. For the theoretical modeling this has two consequences:

- In cases when experiments on extended alloy surfaces are simulated, small clusters are not able to reproduce the correct surface structure. Thus, periodic approaches, such as using slabs, should be applied.
If highly dispersed alloy particles are used to catalyze a reaction, they might have surface compositions that significantly differ from those of their semi-infinite analogue. To simulate such systems, careful particle-size and shape dependent studies on the alloy composition are required prior to simulating the catalytic reaction.

In the following, we will study the electronic structure at the (111) surface of a three-layer 35-atom Pt/Ni alloy cluster (see Figure 7) and compare it to that of a pure Pt system. First, this surface has nine distinguishable sites (Figure 7). During the calculations it turned out that the type of neighboring atom in the second layer also strongly influences the binding energy (see below). The adsorption of H or O atoms on pure Pt(111) or Pt/Ni(111) led to the same changes in the ground spin state of the system. Thus, in both cases the adsorbates form covalent bonds to the surface d orbitals, while the number of bonds is determined by the valence electrons of the adsorbate. However, due the presence of Ni atoms, the binding energy at different surface sites, which are summarized in Table 2, showed larger fluctuations than on pure Pt. This finding is also summarized in the two contour plots shown in Figure 8.

5.3. Surface Electronic Structure

To study the surface electronic structure of catalytic Pt/Ni alloy particles, we calculated the adsorption of atomic hydrogen and oxygen on all distinguishable surface sites (see ref. [50] for further details). This choice is motivated by hydrogen being more electropositive than Pt and oxygen more electronegative. Thus, these two atoms should allow us to draw a qualitative picture on how the adsorption of different species might be influenced by alloying the metal. In addition, in Section 4 we have seen that OH formation is one of the crucial reactions steps in the formation of water on Pt(111). Therefore, the study of these two adsorbates could provide a deeper insight into the origin of the enhanced rate for oxygen reduction (ORR) found experimentally with these alloys[26] and other Pt-based alloys.[26–29]

Compared to the homoatomic system, where the (111) surface has four different adsorption positions, the Pt/Ni(111) alloy will show how an alloy particle might behave in a catalytic reaction, and second, this should mimic the surface experiments by Paulus et al. that employed well-prepared (by a series of sputtering and annealing cycles) Pt/Ni(111) surfaces and found an enhanced rate for oxygen reduction.[26]
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**Figure 7.** The 35-atom cluster (Pt10.10.6Ni4.3.2) used in the study of the surface electronic structure of alloy nanoparticles. The labels indicate all possible sites for adsorption, and distinguish between the local environment by second-layer atoms.

<table>
<thead>
<tr>
<th>System</th>
<th>Adsorption</th>
<th>$E_{\text{bind}}$ [eV]</th>
<th>Vibration frequency [cm$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt$_{14.13}$–H</td>
<td>top</td>
<td>2.661</td>
<td>2456</td>
</tr>
<tr>
<td></td>
<td>bridge</td>
<td>2.607</td>
<td>1317</td>
</tr>
<tr>
<td></td>
<td>hcp</td>
<td>2.489</td>
<td>531</td>
</tr>
<tr>
<td></td>
<td>fcc</td>
<td>2.618</td>
<td>31</td>
</tr>
<tr>
<td>Pt$_{14.13}$–O</td>
<td>top</td>
<td>2.098</td>
<td>531</td>
</tr>
<tr>
<td></td>
<td>bridge</td>
<td>2.789</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>hcp</td>
<td>3.026</td>
<td>510</td>
</tr>
<tr>
<td></td>
<td>fcc</td>
<td>3.370</td>
<td>1205</td>
</tr>
<tr>
<td>Pt$<em>{10.10.6}$Ni$</em>{4.3.2}$–H</td>
<td>t-Ni</td>
<td>1.782</td>
<td>1917</td>
</tr>
<tr>
<td></td>
<td>t-Pt</td>
<td>2.673</td>
<td>2319</td>
</tr>
<tr>
<td></td>
<td>b-PtNi</td>
<td>2.598</td>
<td>1450</td>
</tr>
<tr>
<td></td>
<td>b-Pt$_{2}$–A</td>
<td>2.411</td>
<td>1337</td>
</tr>
<tr>
<td></td>
<td>b-Pt$_{2}$–B</td>
<td>2.483</td>
<td>1522</td>
</tr>
<tr>
<td></td>
<td>fcc-Pt$_{2}$Ni</td>
<td>2.551</td>
<td>1750</td>
</tr>
<tr>
<td></td>
<td>hcp-Pt$_{2}$Ni</td>
<td>2.356</td>
<td>1205</td>
</tr>
<tr>
<td></td>
<td>fcc-Pt$_{3}$</td>
<td>2.198</td>
<td>1296</td>
</tr>
<tr>
<td></td>
<td>hcp-Pt$_{3}$</td>
<td>2.269</td>
<td>1158</td>
</tr>
<tr>
<td>Pt$<em>{10.10.6}$Ni$</em>{4.3.2}$–O</td>
<td>t-Ni</td>
<td>1.639</td>
<td>970</td>
</tr>
<tr>
<td></td>
<td>t-Pt</td>
<td>1.834</td>
<td>746</td>
</tr>
<tr>
<td></td>
<td>b-PtNi</td>
<td>2.976</td>
<td>649</td>
</tr>
<tr>
<td></td>
<td>b-Pt$_{2}$–A</td>
<td>2.456</td>
<td>970</td>
</tr>
<tr>
<td></td>
<td>b-Pt$_{2}$–B</td>
<td>3.270</td>
<td>902</td>
</tr>
<tr>
<td></td>
<td>fcc-Pt$_{2}$Ni</td>
<td>3.501</td>
<td>910</td>
</tr>
<tr>
<td></td>
<td>hcp-Pt$_{2}$Ni</td>
<td>3.413</td>
<td>967</td>
</tr>
<tr>
<td></td>
<td>fcc-Pt$_{3}$</td>
<td>2.327</td>
<td>866</td>
</tr>
<tr>
<td></td>
<td>hcp-Pt$_{3}$</td>
<td>3.302</td>
<td>707</td>
</tr>
</tbody>
</table>

On Pt(111) oxygen binds most strongly to an fcc site (3.37 eV), while on the alloy particles fcc-Pt$_{2}$Ni leads to the highest binding energy (3.50 eV). The latter surface site is a threefold position formed by two Pt atoms and one Ni atom. In contrast, on Pt(111) the weakest oxygen binding was obtained on top of a Pt atom (2.10 eV), which on the alloy surface is on top of a Ni atom (1.64 eV). As regards the oxygen surface diffusion, there is a relatively small barrier of 0.23 eV for the atom to hop between the two adjacent triangles marked in Figure 8. However, long-range diffusion is determined by a larger barrier of 0.56 eV, which is comparable to the energy barrier of 0.58 eV obtained for pure Pt(111).

Even more significant changes appear with hydrogen. On a pure Pt(111) surface the small diffusion barrier of $\approx 0.05$ eV
leads to quite mobile surface hydrogen, while adsorption energies on Pt/Ni(111) vary between 1.78 and 2.67 eV. This leads to a net diffusion barrier of 0.26 eV, which is around five times as high as that on pure Pt. However, similar to oxygen, the barrier to hop between the two triangles marked in Figure 8 is lower (0.12 eV).

Summarizing the results for both oxygen and hydrogen, as representatives of charge-donating and -accepting adsorbates, shows a more structured potential energy surface for binding on the alloy surface than on pure Pt. This leads to a higher localization of the adsorbates, which in case of oxygen and hydrogen is restricted to the triangles formed by surface Ni atoms. In addition, the preferred surface locations of oxygen and hydrogen show a strong overlap. Both these aspects might play a role in enhancing the rate for the overall oxygen reduction reaction. However, to fully answer this question would require further considerations comparable to those described in Section 4.

6. Conclusions

Heterogeneous catalysis has been a subject of research for almost 200 years, but the enormous variety of possible surface reactions still reveal many open questions regarding the exact reaction pathways, kinetics, or structural information. For example, the seemingly simple reaction of forming water out of H$_2$ and O$_2$ over a Pt catalyst shows many different reaction pathways. In addition, changes in the environment (e.g. solvation) result in sometimes drastically modified reaction mechanisms and overall kinetics. Thus, an accurate theoretical modeling of catalysis requires comprehensive studies that take environmental effects into account. Moreover, in recent times alloying metal surfaces or using nanoparticles rather than extended surfaces has become increasingly of interest. Both aspects offer a whole variety of new catalyst materials with modified properties. In these fields, especially, where atom-resolved information is difficult to extract experimentally, theoretical simulations become rather important in understanding the underlying processes on the atomic scale.
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Figure 8. Contour plots for the binding energy of atomic H (A) and atomic O (B) on the Pt$_3$Ni(111) surface. Dark areas indicate strong surface binding. Hydrogen prefers to bind on top of a Pt atom, while oxygen prefers an fcc-Pt$_3$Ni site with no atom beneath in the second layer.