An Optimized Initialization Algorithm to Ensure Accuracy in Quantum Monte Carlo Calculations
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Abstract: Quantum Monte Carlo (QMC) calculations require the generation of random electronic configurations with respect to a desired probability density, usually the square of the magnitude of the wavefunction. In most cases, the Metropolis algorithm is used to generate a sequence of configurations in a Markov chain. This method has an inherent equilibration phase, during which the configurations are not representative of the desired density and must be discarded. If statistics are gathered before the walkers have equilibrated, contamination by nonequilibrated configurations can greatly reduce the accuracy of the results. Because separate Markov chains must be equilibrated for the walkers on each processor, the use of a long equilibration phase has a profoundly detrimental effect on the efficiency of large parallel calculations. The stratified atomic walker initialization (STRAW) shortens the equilibration phase of QMC calculations by generating statistically independent electronic configurations in regions of high probability density. This ensures the accuracy of calculations by avoiding contamination by nonequilibrated configurations. Shortening the length of the equilibration phase also results in significant improvements in the efficiency of parallel calculations, which reduces the total computational run time. For example, using STRAW rather than a standard initialization method in 512 processor calculations reduces the amount of time needed to calculate the energy expectation value of a trial function for a molecule of the energetic material RDX to within 0.01 au by 33%.
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Introduction

Quantum Monte Carlo (QMC) methods for simulating the electronic structure of molecules1,2 can in principle provide energies to within chemical accuracy (=2 kcal/mol).3–5 The computational expense of QMC scales with system size as \( O(N^3) \) or better,6–9 albeit with a large prefactor. This is much more favorable than other quantum mechanical methods capable of comparable accuracy, such as coupled cluster, which tend to scale very poorly with the size of the system, generally \( O(N^6) \) to \( N! \).10 Moreover, the stochastic nature of QMC makes it relatively easy to parallelize over a large number of processors, which can allow calculations to finish in a reasonable amount of time despite the slow convergence of Monte Carlo.

As supercomputing resources improve and become more accessible to researchers,11,12 QMC will become a powerful tool for conducting accurate simulations on chemically interesting systems. Recent efforts have focused making these calculations more straightforward and efficient on heterogeneous and homogeneous computers. To this end, a finite all-electron QMC program, QMcBeaver, has been written and used to develop and demonstrate several new algorithms.13–15

Before statistics gathering begins in a QMC calculation, the walkers must be allowed to equilibrate so that their configurations are proportional to the desired density. It is impossible to calculate...
accurate expectation values if nonequilibrated configurations contaminate the statistics. To ensure their statistical independence, the walkers must equilibrate separately. This makes the equilibration phase a serial step of the calculation and a major limiting factor in the efficiency of parallel calculations. These considerations make it imperative that the equilibration process be fast and reliable. For example, we show that for the energetic material RDX, approximately 30,000 iterations are necessary for equilibration when the initial configurations are generated by a standard method.

We present here a simple method for choosing initial electronic configurations designed to reduce the length of the equilibration phase of calculations. The stratified atomic walker initialization (STRAW) for QMC calculations uses a shell model to distribute the electrons. When STRAW is used in RDX calculations, 100 iterations (STRAW) for QMC calculations uses a shell model to distribute configurations designed to reduce the length of the equilibration process.

The expectation value now has the form of a weighted average. A series of \( M \) electronic configurations, \( \{ \vec{x} \} \), is generated with respect to \( \rho_{\text{VMC}} \) and used to evaluate the expectation value of the energy:

\[
\langle E \rangle = \frac{1}{M} \sum_{i=1}^{M} E_L(\vec{x}_i) \pm O\left( \frac{1}{\sqrt{M}} \right)
\]  

\( \rho_{\text{VMC}} \) is an extremely complicated, 3\( N \)-dimensional probability density. An effective way to generate electronic configurations with respect to this type of function is to use a Markov chain, which is defined in terms of the transition probability \( T(\vec{x} \to \vec{y}) \) of having the configuration \( \vec{y} \) after \( \vec{x} \) in the chain. The Metropolis algorithm\(^{24} \) is a method for generating a Markov chain of points distributed with respect to a desired probability density. It states that a Markov chain will converge to a desired density, \( f(\vec{x}) \), if its transition probabilities satisfy the following relationship:

\[
T(\vec{x} \to \vec{y})f(\vec{x}) = T(\vec{y} \to \vec{x})f(\vec{y})
\]  

Equation (5) is known as the detailed balance condition. The most commonly used formula for calculating the probability of accepting a proposed move from \( \vec{x} \) to \( \vec{y} \) that satisfies detailed balance is

\[
A(\vec{x} \to \vec{y}) = \min \left[ \frac{w(\vec{y} \to \vec{x})f(\vec{x})}{w(\vec{x} \to \vec{y})f(\vec{y})} \right],
\]  

where \( w(\vec{x} \to \vec{y}) \) is the probability for proposing a move from \( \vec{x} \) to \( \vec{y} \).

In this work, we use the accelerated Metropolis algorithm developed by Umrigar et al.\(^{25,26} \) to propose configurations and calculate \( w(\vec{x} \to \vec{y}) \). This algorithm allows different length scales for the motions of core and valence electrons, which increases the size of the time step that can be used in a calculation while maintaining a high acceptance rate.

The Metropolis algorithm guarantees that the Markov chain will equilibrate to the desired distribution, but does not provide any criteria to predict the number of iterations that will be necessary for equilibration or to determine when it has occurred. It is vital to avoid contamination by nonequilibrated points in calculations, because it is impossible to calculate accurate expectation values using configurations that do not represent the desired density.

The equilibration time will depend strongly on the choice of the initial configuration, \( \vec{x}_0 \). If \( \vec{x}_0 \) is in a region of low probability density, repeated iterations using eq. (6) will guide the chain into regions of higher probability density. The chain is equilibrated when it reaches a region whose probability density is high enough that sampling it is consistent with the desired probability density and the total number of iterations. Clearly, the number of iterations required for
equilibration can be minimized by making an intelligent choice for \( \tilde{x}_0 \).

In Monte Carlo simulations, a walker is an entity that defines the state of the system at a particular instant. In QMC, a walker consists of a 3N-dimensional electronic configuration. An ensemble of walkers is used to carry out the integration, with each one tracing out an independent Markov chain in configuration space. In a parallel calculation, an ensemble of walkers is equilibrated and propagated on each processor, and the results are gathered to obtain the global results.

In the QMcBeaver program, each processor must have at least one walker, and the number of walkers per processor is a user-defined constant. Since the number of walkers increases linearly with the number of processors, the computational effort devoted to equilibration increases as well. The impact of the equilibration phase on the efficiency of a parallel calculation was predicted and demonstrated by Feldmann and Kent,\(^\text{15}\) and we follow their derivation.

Since separate Markov chains must be equilibrated on each processor, the total equilibration time scales as \( O(N_{\text{Processor}}) \). The time devoted to generating statistics, \( T_{\text{Propagate}} \), scales as \( O(1) \) because the number of independent samples needed to achieve a certain level of convergence does not change with the number of processors. From this, the efficiency, or fraction of the total calculation time devoted to useful work, \( \epsilon \), is

\[
\epsilon \approx \frac{T_{\text{Initialize}} + T_{\text{Propagate}}}{T_{\text{Initialize}} + T_{\text{Equilibrate}} + T_{\text{Synchronize}} + T_{\text{Communicate}} + T_{\text{Propagate}}}
\]

\[
\approx \frac{O(1)}{O(N_{\text{Processor}}) + O(1)}
\]

The initialization algorithm of Casino, a QMC program developed at Cambridge, assigns the electrons to atoms and then places the electrons randomly within spheres centered on the atoms.\(^\text{27}\)

QMAGIC, a QMC program developed at UC Berkeley and the Lawrence Berkeley National Laboratory, uses an initialization method similar to GAWI.\(^\text{28}\) The electrons are distributed with respect to three-dimensional Gaussians centered on the nuclei, and then the configuration is checked to ensure no two particles are closer than a tolerance distance to each other. Zori, a new QMC program developed in the same research group, distributes electrons randomly in spheres of the atomic covalent radius and checks to make sure no electron–electron distance is smaller than a threshold. A configuration is discarded if its local energy is not within a given range of an estimate of the energy of the system.\(^\text{29}\) This ad hoc test is probably effective in eliminating some unfavorable initial configurations, but requires additional user specified parameters and could cause the walker initialization to scale badly if a large fraction of the configurations generated were discarded.

These initialization methods give satisfactory performance in calculations on small molecules using moderately large computers. In these calculations, the equilibration phase is a small part of the total computational expense and does not have a severely detrimental effect on the efficiency. As the size of the molecules and the number of processors increase, however, the fraction of the total time spent equilibrating can become significant. By improving the way initial configurations are chosen, the length of the equilibration phase can be reduced, which will improve the parallel scaling and efficiency of calculations using large numbers of processors.

The walker initialization algorithms described earlier suffer from several deficiencies. Most importantly, because all the electrons of an atom are distributed with respect to the same probability distribution, the electrons tend not to avoid each other in the initial configurations. For opposite spin electrons, this is unfavorable because of their coulomb repulsion. For parallel spin electrons, however, it is even worse. The antisymmetry of the wavefunction dictated by the Pauli principle forces the wavefunction to go to zero as two parallel spin electrons approach each other. In addition, these methods ignore the structure of the energy levels, in which there will be certain numbers of electrons mostly within annular shells.

Because the initialization methods of this section share these deficiencies, we assume that their performance will be similar, and will use GAWI to represent them in comparisons.

**STRAW**

The Stratified Atomic Walker initialization (STRAW) is a method for generating initial electronic configurations that addresses the problems described above. In STRAW, the electrons are assigned to the nuclei as in the other methods. Care is taken to ensure that, for an overall neutral molecule, each atom is neutral. The atoms are treated separately, and the electrons are partitioned into energy levels, with one alpha spin and one beta spin electron in the first energy level, up to four alpha spins and four beta spins in the second energy level, and so on. The electrons in each energy level are distributed using the transformation method with respect to probability densities in spherical coordinates: \( r, \theta, \phi \). The transformation method directly converts uniform random numbers on the interval \((0, 1)\) to random
numbers distributed with respect to a desired probability density using the inverse of its cumulative distribution function.\(^{30}\)

To obtain the radial densities for the energy levels, Hartree-Fock/6-311G**\(^{39}\) calculations were carried out for each atom in the first three rows of the periodic table using Jaguar.\(^{31}\) The occupied atomic orbitals were localized by the Boys procedure, which creates orbitals with maximum insensitivity to changes in distant nuclear charges.\(^{32}\) For molecules, the resulting orbitals are localized around the chemical bonds and in the atomic lone pair regions. In our case, the Boys procedure hybridizes the valence orbitals of the atom.

A representative orbital for each energy level was chosen and expressed as a sum of primitive Gaussians:

\[
\psi = \sum_i d_i x^{a_i} y^{b_i} z^{c_i} \exp(-\alpha_i r^2) \quad (9)
\]

The \(d_i\) are the expansion coefficients and the exponents \(a_i, b_i,\) and \(c_i\) determine the symmetry of the primitive Gaussians. The square of the orbital is its probability density:

\[
\rho = |\psi|^2 = \sum_{ij} d_id_j \int_0^{2\pi} d\phi \cos \phi \Theta_{\alpha_i\beta_j} \sin \phi \Theta_{\beta_i\beta_j} \exp(-\alpha_i - \alpha_j r^2) \quad (10)
\]

Converting the probability density into spherical coordinates and integrating over the angles yields the radial marginal probability distribution of the orbital:

\[
R(s) = \sum_{ij} d_id_j \int_0^{2\pi} d\phi \int_0^\pi d\theta \sin \theta \Theta_{\alpha_i\beta_j} \Theta_{\beta_i\beta_j} \cos \theta \Theta_{\gamma_i\gamma_j} \exp(-\alpha_i - \alpha_j r^2) \quad (11)
\]

The integrals over the angles were done analytically, and the radial integrals were evaluated numerically by a change of variables from the incomplete gamma function. Because the orbitals are normalized and their probability densities are always positive, \(R(s)\) increases monotonically with \(r\) from zero to one.

Radial probability distributions for each energy level of each atom were tabulated and inverted by interchanging the coordinates. For example, the inverted radial marginal distributions for the first and second energy levels of carbon are shown in Fig. 1. To generate the radial distances for the electrons in an energy level, QMcBeaver fits a cubic spline to the appropriate tabulated inverted distribution. A uniform number in the range \((0,1)\) is generated for each electron and converted to a radial coordinate by evaluating the spline.

The transformation method is also used to generate the angular coordinates for the electrons. Probability densities in \(\theta\) and \(\phi\) for \(s, sp, sp^2,\) and \(sp^3\) hybrid orbitals were found in terms of the real spherical harmonics\(^{33}\) and integrated analytically. The results were tabulated and inverted. As with the radial distributions, splines are fit to the tabulated inverted distributions and used to generate the angular coordinates of the electrons in the energy level.

The probability densities in \(\theta\) and \(\phi\) are chosen for each electron so that they avoid each other, with parallel spin electrons having higher priority. For example, if there are three alpha and two beta electrons in an energy level, the three alpha electrons are distributed with respect to the angular probability distributions of the three \(sp^2\) orbitals in the \(xz\) plane, while the two beta electrons are distributed with respect to those of the \(sp\) orbitals along the \(y\) axis.

Once the radial and angular coordinates for the electrons of an energy level have been assigned, they are converted to Cartesian coordinates. The entire energy level is then given a random rotation about a random axis. This rotation is easily computed using quaternions and prevents the distribution from becoming skewed along any axis or plane.

STRAW has been implemented in QMcBeaver, an open source program.\(^{13}\) Researchers interested in further details of the algorithm are encouraged to download and examine the source code.

**Equilibration Behavior**

The computational experiments described in this section comparing the performance of the initialization methods were conducted using QMcBeaver.\(^{13}\)

The VMC trial functions used in this section have the form \(\Psi_{VMC} = \Psi_{SCF} J,\) where \(\Psi_{SCF}\) is a HF/6-311G**++ wavefunction calculated using Jaguar\(^{31}\) and \(J\) is a Pade-Jastrow correlation function with terms for each pair of particles in the molecule:

\[
J = \exp \left( \sum_i \sum_{j<i} u_{ij} \right) \quad (12)
\]

\[
\sum_{j<i} u_{ij} \leq \frac{c_j r_{ij}}{1 + b_j r_{ij}} \quad (13)
\]

To satisfy the cusp condition\(^{22}\) for an electron approaching a nucleus, we set \(c = -Z\) for the electron–nuclear \(u\) functions, where
Z is the charge of the nucleus. Similarly, we set \( c = \frac{1}{2} \) for opposite spin electron pairs and \( c = \frac{1}{4} \) for same spin electron pairs.

For opposite spin electron pairs, we use \( b = 3.0 \), and for same spin electron pairs and all nuclear–electron terms, we use \( b = 100.0 \). Our experience is that these values work reasonably well for ground states of molecules composed of atoms from the first three rows of the periodic table.

This is a very simple trial wavefunction, and its parameters are not optimized. To calculate accurate electronic properties for these molecules, the trial function could be improved by modifying the orbitals to satisfy the electron–nucleus cusp condition,\(^{34}\) using a better Jastrow form,\(^{19,21}\) and optimizing its parameters.\(^{16–18}\) In this work, however, we are focusing on equilibration and our ability to sample a wavefunction, so the simple trial function is sufficient.

In the calculations of this section, we use a time step of 0.001 au for both the equilibration and propagation phases, which results in propagation phase acceptance probabilities of 85% for SiCl\(_4\) and 93% for RDX. Methods such as using a larger time step during the equilibration phase can be used to accelerate equilibration. To simplify comparisons between initialization methods, however, we use a constant time step in all of our calculations.

The effort that has gone into the more complicated initialization scheme pays off handsomely. Figures 3 and 4 show the behavior of the local energy of VMC walkers initialized with GAWI and STRAW. In each case, we find that walkers initialized with GAWI require several thousand steps to reach an equilibrium distribution, while walkers initialized with STRAW require very few.

Figure 3 shows the behavior of the local energy of two walkers during calculations on hexhydro-1,3,5-trinitro-1,3,5-triazine, or RDX (Fig. 2),\(^ {35}\) an energetic material. The local energy of the walker initialized with GAWI approaches a steady state after several thousand steps. This figure clearly shows the importance of avoiding contamination by the high energy nonequilibrated configurations in the beginning of the calculation. In contrast, the distribution of local energies for the walker initialized with STRAW is constant throughout the run. The initial configuration is in a region of high probability density and low local energy, and the long equilibration phase we see in the case of the GAWI walker is eliminated.

To test the effectiveness of STRAW on a molecule with atoms from the third row of the periodic table, a series of calculations was carried out with the SiCl\(_4\) molecule. Figure 4 shows the behavior of the local energy of walkers initialized with GAWI and STRAW. Once again, we see that the local energy of the walker initialized with GAWI approaches equilibration after several thousand steps, while the local energy of the walker initialized with STRAW reaches an equilibrium distribution very quickly.

Figures 3 and 4 examine only one walker for each initialization method. The results are encouraging, but a visual examination of the local energy is hardly a quantitative measure of equilibration. In addition, realistic QMC calculations on the molecules of this section will use ensembles of thousands to hundreds of thousands of walkers. To compare the behavior of ensembles of walkers generated by GAWI and STRAW, VMC calculations on the RDX molecule were carried out using the ASCI-QSC supercomputer at the Los Alamos National Laboratory. This machine is composed of 256 4 CPU HP/Compaq Alphaserver ES45’s running at 1250 MHz. Calculations using 512 processors, 5 walkers per processor, and varying equilibration lengths were run until about 26 million samples were collected. The results are summarized in Table 1.

Figure 4. Local energies of SiCl\(_4\) walkers. The local energy of the walker initialized with GAWI starts in a high energy region and approaches a steady state after several thousand steps, while the walker initialized with STRAW is equilibrated very quickly.
Table 1. VMC Calculations on RDX Were Carried Out Using 512 Processors with 5 Walkers per Processor to Compare Different Initialization Methods and Equilibration Lengths.

<table>
<thead>
<tr>
<th>Initialization</th>
<th>Eq steps (K)</th>
<th>⟨E⟩ (au) ± σ⟨E⟩</th>
<th>Total samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAWI</td>
<td>10</td>
<td>−893.114 ± 0.0122</td>
<td>26,324,421</td>
</tr>
<tr>
<td>GAWI</td>
<td>15</td>
<td>−893.235 ± 0.0103</td>
<td>26,334,855</td>
</tr>
<tr>
<td>GAWI</td>
<td>20</td>
<td>−893.275 ± 0.0102</td>
<td>26,024,948</td>
</tr>
<tr>
<td>GAWI</td>
<td>25</td>
<td>−893.291 ± 0.0184</td>
<td>26,272,857</td>
</tr>
<tr>
<td>GAWI</td>
<td>30</td>
<td>−893.296 ± 0.0101</td>
<td>26,291,124</td>
</tr>
<tr>
<td>STRAW</td>
<td>100</td>
<td>−893.298 ± 0.0099</td>
<td>25,145,777</td>
</tr>
<tr>
<td>STRAW</td>
<td>20</td>
<td>−893.291 ± 0.0117</td>
<td>26,071,024</td>
</tr>
</tbody>
</table>

Calculations with too few equilibration steps are contaminated by nonequilibrated samples and do not agree with calculations that are allowed to equilibrate. RDX calculations initialized with GAWI require 30,000 steps to equilibrate, while 100 steps are sufficient when STRAW is used.

Expectation values calculated using equilibrated walkers should be approximately independent of time, with random fluctuations. A long term, low frequency drift in an expectation value as samples are collected is a sign of contamination by nonequilibrated configurations. Figure 5 shows the energy expectation value versus the number of samples collected for these calculations. The left side of the figure shows the calculations initialized with GAWI. In the calculations with less than 30,000 equilibration steps, we see a monotonic decrease in the expectation value of the energy as points are collected. These calculations are contaminated with high energy, nonequilibrated configurations from the beginning of the calculation, and the expectation value decreases as equilibrated samples are added. The energy expectation value in the calculation with 30,000 equilibration steps has the desired behavior, fluctuating about the limit with no long term drift.

The calculations initialized with STRAW used 100 and 20,000 equilibration steps. We use a minimum of 100 equilibration steps in our calculations as a safety margin to be sure that each walker has at least one accepted move during the equilibration phase. The behavior of the energy expectation value in these calculations is very similar to that of the calculation initialized with GAWI using 30,000 equilibration steps. These three calculations show no signs of contamination. In Table 1, we see that their expectation values all agree to within one standard deviation of each other. These results demonstrate that 100 steps is sufficient for equilibration for RDX ensembles initialized with STRAW, while 30,000 equilibration steps are necessary when GAWI is used.

In QMcBeaver, standard deviations for expectation values are calculated using DDDA, which averages samples into blocks in order to account for their serial correlation. If we examine the results for the calculations initialized with GAWI using 10,000, 15,000, and 20,000 equilibration steps in Table 1, we see that their energy expectation values do not agree with each other or those of the equilibrated calculations to within one standard deviation. This is important because it shows that the standard deviation calculated during a contaminated calculation does not necessarily reflect the inaccuracy of its expectation value. If a researcher specifies an equilibration phase that is too short and nonequilibrated configurations contaminate the statistics, the expectation values will be inaccurate, and their standard deviations will not be a reliable measure of their inaccuracy.

The energy expectation value in the calculation that used GAWI and 25,000 equilibration steps agrees with the equilibrated results to within one standard deviation, but its behavior in Figure 5 still shows signs of contamination by high energy samples in the beginning of the run.

In contrast, Figure 6 replots the energy expectation value for two of the uncontaminated calculations. The error bars show the standard deviation of the expectation value. For these uncontaminated calculations, the eventual answer is within the range ⟨E⟩ ± σ⟨E⟩.
at almost every point. In an uncontaminated calculation, we see that the standard deviation calculated by DDDA as the calculation progresses is a good measure of the level of convergence of the expectation value.

**Timing and Spatial Correlation**

Because it is more complicated than GAWI, STRAW takes more time to generate an initial electronic configuration for a walker. The new initialization method would be of little use if the time it took to generate an initial configuration was greater than the time saved in equilibration steps. Although coordinates are generated for each electron individually, the use of splines makes the process very inexpensive. Generating an initial configuration using STRAW requires less time than two VMC iterations for each of the molecules examined in this work.

The equilibration phase of a QMC calculation allows the walkers to become independent of their initial configurations and, by extension, each other. Since our objective is to shorten the equilibration phase of the calculation, an important objection to using STRAW could be raised if it led to spatial correlation, or any kind of statistical dependence within the ensemble of walkers.

Testing for spatial correlation in an ensemble of walkers is difficult. Vectors can be tested for spatial correlation by taking dot products, but a comparison of electronic configurations must take into account the indistinguishability of identical particles and the symmetry of the molecule. We avoid these difficulties by instead examining the statistical consequences of spatial correlation. If the walkers are indeed independent of each other, we expect that for a fixed number of iterations, the standard deviation of the energy expectation value will be proportional to $\frac{1}{\sqrt{W}}$, where $W$ is the number of walkers. Any spatial correlation among the walkers will result in a different trend.

Single processor VMC calculations with 200,000 propagation steps and different ensemble sizes were carried out using the ethanol molecule. The trial function has the form $\Psi_{VMC} = \Psi_{SCF} J$, where $\Psi_{SCF}$ is a HF/6-311G** wavefunction calculated using Jaguar and $J$ is the Jastrow function described in eqs. (12) and (13). One series of calculations was initialized with GAWI and allowed to equilibrate for 200,000 steps. We assume the walkers in these ensembles are independent of each other and their initial configurations. A second series was started with ensembles of identical walkers. These ensembles start with perfect spatial correlation. A third series of calculations was initialized with STRAW and used 100 equilibration steps.

Figure 7 shows the results for the different ensembles. The points for the equilibrated and STRAW ensembles are close to each other and the function $0.20 \times W^{-0.5}$, which is what we expect for independent walkers. The points for the identical ensembles, on the other hand, are very close to the function $0.24 \times W^{-0.3}$. Because they do not sample as much configuration space as independent walkers, ensembles with a high degree of spatial correlation generate less information than ensembles that are independent. Although the equilibration phase is very short, the statistical behavior of the STRAW ensembles is very similar to that of the equilibrated ensembles and to the behavior expected of independent walkers.

The initial electronic configurations generated by STRAW are statistically independent of each other and in regions of high enough probability density that a long equilibration phase is not necessary. The initialization algorithm is based on general principles of electronic structure, such as energy levels and the Pauli principle. It does not, however, generate configurations directly with respect to $\rho_{VMC}$ and is not meant to substitute for Metropolis sampling.

**Parallel Calculation Efficiency**

The equilibration phase of a QMC calculation is an inherently serial step—the walkers on each processor must be equilibrated individually, so adding more processors increases the time spent on this phase of the calculation. Knowing the appropriate number of iterations to exclude is vital, because leaving out too many wastes computer time, while leaving out too few will result in nonequilibrated values contaminating the statistics.

The calculations of Sections “Equilibriation Behavior” and “Timing and spatial correlation” give us confidence that STRAW can generate independent initial configurations for RDX and SiCl$_4$ in regions of high enough density that one hundred equilibration steps is sufficient before calculating expectation values. We expect that the electronic structure of other molecules composed of atoms from the first three rows of the periodic table will be similar enough to these examples to allow STRAW to be successful for them as well.

An automatic method for determining the equilibration length based on the statistical behavior of the ensemble of walkers is being developed. This will remove the need for the user to specify the number of equilibration steps and ensure the highest possible accuracy and efficiency in parallel calculations.

To demonstrate the effect of shortening the equilibration phase of a calculation, a scaling experiment was performed on ASCI-QSC. VMC calculations on RDX were conducted using 1,000,000 total propagation steps and 1 walker per processor. Following the results of Section “Equilibriation Behavior”, 30,000 equilibration steps were used in the calculations initialized with GAWI, while...
The most important consequence of reducing the length of the equilibration phase with STRAW is that the improvement in parallel efficiency will speed the calculation of converged expectation values. Using an appropriate equilibration length is vital, because when the statistics are contaminated by nonequilibrated configurations, both the expectation values and their standard deviations can be inaccurate. STRAW simplifies the job of the user to specify the equilibration length by generating initial configurations that show no signs of contamination or spatial correlation after an equilibration phase of one hundred iterations.

Shortening the equilibration phase increases the efficiency of parallel QMC calculations and decreases the amount of computer time needed to calculate converged expectation values. For example, using STRAW instead of a standard initialization method in 512 processor calculations decreases the time needed to calculate the energy expectation value of a trial function for an RDX molecule to within 0.01 au from 9.4 h to 6.3 h, an improvement of 33%.

Using STRAW improves the parallel scaling of QMC and will increase the efficiency of calculations using tens to hundreds of thousands of processors. This will in turn allow highly accurate simulations on a broader range of chemically interesting systems than is possible today. QMC results will be useful as benchmarks for the most accurate calculations.

Table 2. RDX Calculations Using 512 Processors and 5 Walkers per Processor Were Run Until 0.01 au Convergence in the Energy Expectation Value Was Achieved.

<table>
<thead>
<tr>
<th>Initialization</th>
<th>Eq steps</th>
<th>$\langle E \rangle$ (au)</th>
<th>Steps on root proc</th>
<th>Eff (%)</th>
<th>Wall clock time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAWI</td>
<td>30 K</td>
<td>$-893.291 \pm 0.0099$</td>
<td>85,500</td>
<td>65.0</td>
<td>9.40 h</td>
</tr>
<tr>
<td>STRAW</td>
<td>100</td>
<td>$-893.287 \pm 0.0098$</td>
<td>57,048</td>
<td>99.8</td>
<td>6.30h</td>
</tr>
</tbody>
</table>

The calculation initialized with GAWI used 30,000 equilibration steps, while the calculation initialized with STRAW used 100 equilibration steps. The calculation initialized with STRAW took 6.3 h to converge, while the calculation initialized with GAWI took 9.4 h.
for training force fields for molecular dynamics simulations and developing new density functional (DFT) methods. There are several classes of systems which have proven elusive for current DFT methods. Reproducing QMC results for these systems will be an important goal for the next generation of DFT methods.

Clearly, many other schemes for generating initial electronic configurations for QMC calculations are possible. The tests for equilibration of the Markov chain, initialization time, and spatial correlation described in the Sections “Equilibration Behavior” and “Training and Spatial Correlation” will provide a basis for comparison of future initialization schemes.
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